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data, VX, VY, and VZ, which are obtained from the Compo-
sition and Distribution Function Analyser (CODIF) onboard
SC 1, show an enhancement associated with the dipolariza-
tion, predominantly in the X direction. The enhanced flow,
which has a maximum speed of 540 km/s, is predominantly
directed perpendicular to the ambient magnetic field, as can
be seen from the good coincidence between the thin and
solid lines in the VX, VY and VZ plots. To show the differ-
ences among the different spacecraft, the bottom two plots
show the latitude angle, lB = tan!1BZ /(BX

2 + BY
2)1/2 and the

X component of the perpendicular flow on a more expanded
timescale. The flow data shown in this figure are the CODIF
proton moments from SC 1 and 3, and 4, from which ion
data were available. Magnetic field as well as flow data
show similar profiles among the different satellites, except
for the time delay. By examining the 1s resolution magnetic

field data we obtained that the dipolarization event of SC 2
leads that of SC 1, 3, and 4 by 22 s, 18 s, and 20 s,
respectively. Note that a 20 s time delay for the spatial scale
of the Cluster tetrahedron, about 2000 km, suggests much
slower propagation speed than the fast flows, which will be
examined in more detail in the following section.

3. Relative Location and Timing

[7] Using these temporal differences among the satellites
at different location we examined the possible propagation
direction of the flow and magnetic field disturbances. The
relative location of the four spacecraft in the GSM X – Y
and X – Z plane is shown in Figures 2a and 2b. The thick
arrows show the direction of the average flow direction at
the maximum of the high-speed flow, which is between
11:35:28–11:35:48 UT. All the flow vectors from the three
satellites (SC 1, 3, and 4) are directed Earthward, but
slightly tilted duskward, i.e., toward midnight.
[8] In order to analyze the temporal differences among

the four spacecraft observations, we used a new coordinate
system. Here we referred to the magnetic field disturbances
using the method introduced by Sergeev et al. [1996] for the
analysis of the bubble based on plasma bubble model [Chen
and Wolf, 1993]. Sergeev et al. [1996] showed that Earth-
ward moving plasma structures, such as the bubbles, are
separated from the plasma ahead of them by a discontinuity,

Figure 1. (a) Magnetic field and ion flow obtained by
Cluster during a high speed flow interval on July 22, 2001.
The solid, dashed, dotted, dash-dotted lines correspond to
SC 1, 2, 3, and 4 respectively. The thick line of the flow data
indicates the velocity component perpendicular to the
magnetic field, while the thin line is the total flow. (b) X
component of the flow and latitude angle of the magnetic
field in an expanded time scale.

Figure 2. (a) Location of the four spacecrafts relative to
the reference spacecraft (SC 3) in GSM X – Y plane. The
dotted lines show the projection of the dipolarization front.
The thick arrows are the plasma flows at the interval of
maximum flow speed while the thin arrows correspond to
plasma flow normal to the dipolarization front during the
interval of the dipolarization, as identified in the text. (b)
Same as Figure 2a, except for GSM X – Z plane. (c) Same
as Figure 2a, but plotted in N – U plane of a dipolarization-
flow coordinate system (see text for detail) (d) Temporal
and spatial relationship of the four satellite observation of
the dipolarization plotted in the t – N plane. The slanted line
shows a velocity of 76 km/s.
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DF is a sharp moving B-field structure:
Bz component (normal to the neutral 

plane) changes shape from stretched to 
more ‘relaxed’ dipole field
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Fig. 8. Detailed line plots of ATS 6 and SCATHA electron plasma and GOES 3 magnetic field for three substorm injec- 
tion events. Time resolution is 10 s. Radial spacecraft separation is ~1 R•r. See Figure 1 for orbit relationships. 

the substorm. This corresponds to a reduction of the cross-tail 
current in the near-earth plasma sheet. Russell and McPherron 
[1973] showed clear evidence that the magnetic reconfigura- 
tion is accomplished by an inward propagating compressional 
wave. This compressional wave may be thought of as a thin 
dawn-dusk current sheet with stronger magnetic field behind, 
propagating inward through the inner plasma sheet and repre- 
senting the collapse of field lines formerly inflated by a quasi- 
stationary dawndusk current. The magnetic field strength be- 
hind the wave front may not increase strongly with inward 
propagation. Hence particles traveling behind the front may 
not experience much adiabatic heating. We will comment fur- 
ther on this subject in later sections where we will argue that 
plasma tends to be swept along with these fronts and will use 
the term 'injection front' for the propagating particle struc- 
ture. 

An important aspect of the data set presented here lies in 
the timing and energy dispersion of the events as seen at the 
two spacecraft. The delay between injections is a measure of 
the electric field which moves the plasma inward. Together 
with the timing, the energy dispersion observed at each space- 
craft contains information about the spatial dimensions of 
structures moving past the spacecraft, Our observations show 
that injection appears abruptly at ATS 6 and subsequently at 
SCATHA with a delay of 1-10 min when the satellites are 
near the same local time. A comparison of ATS 6 and GOES 
3 magnetic signatures (Figure 8) suggests that the compression 
wave front arrives at points separated in azimuth with a delay 

which is small compared with the delay between radially sep- 
arated points. An earlier study of ATS 5 and ATS 6 data 
[Mcllwain, 1975] when those two satellites were separated in 
local time, but at the same radius, showed that injected plasma 
appears simultaneously over some azimuthal range in the eve- 
ning sector. We conclude that the injected plasma has a nearly 
radial velocity of 0.1-1.0 iI•r/min ~ 10-100 km/s near syn- 
chronous orbit, corresponding to a convection electric field of 
~ 1-10 mV/m or 7-70 kV/R•. This corresponds to a cross-taft 
potential of a few hundred kilovolts to a few megavolts if this 
field is taken as representative of a large-scale potential field. 
These values are in excess of that of Barfield et al. [1977] by a 
factor of 1-10, though considering the scatter of delay values 
we have found, the numbers are essentially in agreement. 

We may get an estimate of the preexisting convection field 
from the observed location of the low-energy plasma bound- 
ary. The boundary approximations published by Southwood 
and Kaye [1979] are particularly handy for this purpose. In 
general, for an electric potential described by 

V---- CL 2 sin • - 91/L 

0c, the shielding parameter, is taken equal to 2) the electric 
field parameter C required to place the energy W electron 
boundary at radius L and azimuth qb is 

c = "('/') w' + #(40 
L L • 
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Observations of DFs
DFs are different from plasmoids

Kinetic structures with size 
~ di (!i) propagate  over tens di

DFs separate newly injected hot 
tenuous population from cold dense 

population

Related to reconnection; accelerate 
particles effectively

Embedded into regions of sporadic 
fast flows, main mechanism for 

plasma and energy transfer

Observed routinely in the Earth 
magnetotail by Geotail, Cluster, 

THEMIS s/cs After Runov et al., 2009

Since 2009, tens of publications on DFs...
Fairfield et al. (1999), Tu et al.(2000),  Slavin et al. (2003), 

Ohtani et al. (2004), Nakamura et al. (2002, 2005), Eastwood
et al. 2005 (2005), Runov et al., 2009, Sergeev et al., 2009, ...

THEMIS observed DF



Dipolarization front simulations and interpretations!
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ular moment such as the substorm onset. Such small 
changes in position relative to the plasma sheet, includ- 
ing those due to flapping of the magnetotail, can have 
large effects on the observed results and could explain 
the poor correlations between optical onsets and tail- 
ward flows obtained by Lui et al. [1998]. 

As previously, mentioned the comparison between 
the Geotail Bx data and the simulation indicates that 
the simulation placed the spacecraft orbit closer to the 
center of plasma sheet. We interpret the simulation's 
smaller field values as an indication that the simulation 
contains a thicker current sheet (than indicated by the 
Geotail observations) which has enveloped the space- 
craft thus reducing the magnitude Bx field due to the 
cross-tail current (J y). The relatively good agreement 
for Bz, which is less dependent on current sheet thick- 
ness supports this conclusion. 

In the geosynchronous region, there is an excellent 
agreement between the simulation results and the ob- 
servations. The exceptional agreement between the Bx 
and By components implies that the simulation is ac- 
curately representing the local current systems. The 
weak By signatures indicate that the majority of the 
current flowing the substorm current wedge (SCW) is 
not nearby these spacecraft. The disparity between the 
Bz fields indicates that there are currents outside of 
the geostationary orbit, which are underrepresented in 
the simulation. These currents could be part of the 
outer ring current or the intense currents near the in- 
ner edge of the plasma sheet. Another possibility is the 
absence in the simulation of ring current population in- 
side geosynchronous orbit. In spite of this disparity, 
the simulated results at GOES 9 clearly and accurately 
show the two separate dipolarizations. Furthermore, 
the ABz, which is a measure of the SCW intensity, is 
roughly the same in the data and the simulation. This 
implies that effects causing these disruptions are cap- 
tured within the simulation and are therefore not con- 
trolled by the missing ring current population. This 
would also imply that the ring current is not a major 
player in the substorm expansion, which might be an 
important result concerning studies of storm time sub- 
storms. 

Scientific visualizations provide a means to under- 
stand the global dynamics occurring in the magnetotail 
during the substorm. The X Z cut planes clearly illus- 
trate a qualitative change in the current sheet at about 
X = -40 RE; tailward of that the current sheet is thin 
and uniform, earthward of that the current sheet is thick 
and seems to have two components to it. The thin cur- 
rent sheet near the plasma sheet center is the one that 
responds rapidly and intensely to the increased driving, 
hence limiting the growth phase-associated changes to 
the inner and midmagnetotail inside of X = -40 RE. 
The cross-tail dimension of the thin current sheet is • 
10-15 RE or several hours in local time. 

The flow vectors and the electric field plots illus- 
trated in Plate 4 clearly show distinct narrow flow 

channels that come from the mid-tail region (around 
X = -40 RE) and penetrate close to the geostationary 
orbit. These flow bursts appear already before the main 
onset at 0800 UT and appear to be the cause of the field 
dipolarizations observed by the spacecraft. Some flow 
bursts cannot reach the inner magnetotail and hence 
leave the current system unaffected, whereas others can 
partially disrupt the thin current sheet causing local 
dipolarizations. 

These flow channels have characteristic similar to 
the bursty bulk flows (BBFs) identified by Angelopou- 
los et al. [1992] (hereafter referred to as Angel92)in 
their study of AMPTE/IRM data near the inner cen- 
tral plasma sheet. In Figure 6 of that paper they present 
results of a superposed epoch analysis of BBFs in their 
data set. In Figure 8 we show data taken from arti- 
ficial satellite located at X = -15 RE,¾ = -5 RE, 
and Z = -4 RE, which approximates the center of the 
0730 UT flow channel. These data are similar to the 
superposed epoch data of Angel92 with a few notable 
differences. The flow channel has a peak velocity of • 
900 km/s which places it in the higher velocity subset of 
their database. The curve as a full width at half max- 
imum of 2.4 min close to the approximate value of 3 
min that they report. The component data show peaks 
in Vy and Vz as well as in Vx which are not seen the 
Angel92 superposed epoch analysis. However, they do 
report that the individual BBFs are generally directed 
earthward. The Vy and Vz data shown in Figure 8 
corresponded to an earthward directed flow channel. 

07:30 07:31 07:32 07:33 07:34 07:35 07:30 07:31 07:32 07:33 07:34 07:35 
Time Time 

Figure $. The velocity and magnetic field data taken 
from an artificial satellite located within a flow chan- 
nel. The magnitude and components of the velocity are 
identified by the label occurring above the line while the 
magnetic field labels occur below each line. The flow 
channel has characteristics similar to those of bursty 
bulk flows seen in the inner central plasma sheet. 

Wiltberger et al, 2000: MHD LFM

Challenges: (1) For hybrid simulations, local resistivity is  
needed to trigger reconnection

(2) MHD apparently can not address kinetic nature of DF

DFs are reproduced in hybrid and MHD 
simulations of reconnection

(Fujimoto et al., 1996; Hesse et al., 1998; Wiltberger et al., 2000; Nakamura et al., 2002; 
Krauss-Varban and Karimabadi, 2003; Ashour-Abdalla et al., 2010; Birn et al, 2011) 
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DFs are also reproduced in 2D Particle -In-Cell codes 
with open boundary conditions or in very large simulation box (Daughton  et al. 2006; 

Sitnov et al. 2009; Klimas et al., 2010; Wu and Shay, 2012) 

Challenges:

(1) DF should propagate freely through
boundary: Open boundaries are needed.

(2) Most of DF simulations start from GEM 
challenge:
1D Harris + external disturbance
GEM reconnection always has transient phase

(3) DFs are by nature transient processes.
It’s hard to convince that DF in GEM reconnection 
is not an artificial transient process. 

(5) Next step: Reconnection in 2.5 D equilibria
with open boundaries

 

considered as a prerequisite of the substorm onset [Caan
et al., 1977; Rostoker, 1983].

3. Dipolarization Front in Simulations With Open
Boundaries

[12] Recent particle simulations with open boundaries
[Daughton et al., 2006] revealed a number of new effects,
such as the elongation of the electron dissipation region and
the formation of the secondary magnetic islands that were not
detected before for the case of antiparallel undriven recon-
nection in the simulations with closed boundaries [Hesse et
al., 2001; Pritchett, 2001a; Shay et al., 2001; Ricci et al.,
2002; Karimabadi et al., 2005]. Later, Divin et al. [2007],
using a similar set of open boundaries, demonstrated that in a
simulation setup with the initial geometry corresponding to
the GEM Reconnection Challenge [Birn et al., 2001] bursts
of spontaneous reconnection occur in the tail-like outflow
regions of the central X-line. Bursts developed on the time-
scales when the electrons were magnetized by the field Bz

whereas ions remained unmagnetized, and the corresponding
reconnection was faster than the electron tearing instability
of a current sheet with the same thickness. That strongly
suggested that they dealt with the ion tearing instability.
Moreover, quenching the formation of plasmoids by replacing
open boundary conditions for particles with their reintroduc-
tion confirmed the theoretical predictions [Sitnov et al., 2002]
that the onset of reconnection in the magnetotail is controlled
by the availability of passing particles.
[13] The present study was originally intended to refine the

results of Divin et al. [2007], and in particular, to clarify the
role of the initial GEM perturbation and the response of ions
and electrons with the aim to understand the mechanism of
reconnection in the magnetotail and its relation to the ion
tearing instability. In simulations by Divin et al. [2007] the
initial GEM-type perturbation was rather strong. In particu-
lar, in their basic run with y0 = 0.3 B0di in the box with Lx =
Lz = 19.2 di the maximum value of the Bz component at z = 0
was equal to 0.1, and the unbalanced force jyBz might be
an additional trigger of reconnection in the tail-like outflow

regions of the central X-line reconnection pattern. To reduce
that effect, in the basic run of the present study (Run 1) we
used a weaker initial perturbation y0 = 0.15 B0di. At the same
time, we increased the mass ratio mi/me = 128 to keep
electrons magnetized on the timescales Dt of the expected
instability (Bz/B0)WiDt(mi/me) ! 1. Other parameters of our
basic run are the following: half thickness of the Harris sheet
l = 0.433 di = 0.5 r0i, temperature ratio Ti/Te = 3, and the
speed of light in the code units c/vA = 15, where vA is the
effective Alfvén speed vA = B0/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4pn0mi

p
. Run 1 employed

6.6 " 107 particles per species and that number was increased
by a factor of 4 in Runs 3 and 4 discussed in the next section.
[14] Common wisdom suggests that the reduction of the

field Bz should result in the formation of conventional
plasmoids, similar to the magnetic islands that appear in the
unperturbed Harris sheet due to the electron tearing instabil-
ity. However, Figures 2 and 3 show a completely different
picture. According to Figure 2, one island is indeed formed in
each of the two outflow regions. However, the width of these
islands in the Z direction is very small. At the same time,
on the right (left) of the left (right) island one can observe
regions of very strong pileup of the Bz field. Figure 3 shows
that those pileup regions look like sharp fronts propagating

Figure 2. Magnetic field lines and the color-coded current density component #Jy for Run 1 at the
moment Wit = 12.

Figure 3. Evolution of the normal magnetic field Bz at the
neutral plane z = 0 in Run 1.
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Sitnov et al., 2009: GEM challenge
Open boundaries



Case I:  2D equilibrium 
monotonic Bz profile
Lembege-Pellat magnetotail LP-1982 
(Schindler, 1972; Lembege&Pellat, 1982) 
weak driving Ey=0.05

PIC simulation of reconnection and DFs in 2D 
equilibrium: P3D code with Open boundary conditions 

from left and right

of unsteady reconnection. It may artificially limit the length
of the diffusion region and block the formation of secondary
magnetic islands [Daughton et al., 2006]. Also, it artificially
cuts the magnetic flux tube volume, which plays a key role
in the tearing stability problem [Sitnov and Schindler, 2010].
At the same time, the use of recent types of open boundaries,
which provide zero density gradients across the boundary
[Daughton et al., 2006; Divin et al., 2007; Klimas et al.,
2010] is inconsistent with the nonzero gradients in 2-D
magnetotail equilibria, which are necessary to balance the
magnetic tension. To solve this problem we combined the
earlier set of open boundary conditions for particle moments
[Divin et al., 2007] ∂n(a)/∂x = 0, ∂V(a)/∂x = 0, and Ta =
Ta(t = 0), where a = e, i, while n(a) and V(a) are the density
and bulk velocity of the species a, with the additional
injection of a part of the initial Maxwellian distribution with
density dn(a) / (∂/∂x)n(a)(t = 0). The field conditions at the
X boundaries ∂Ex,y /∂x = 0, Ez = 0, ∂By /∂x = 0, ∂Bx /∂x =
−∂Bz /∂z, and Bz = Bz(t = 0) are taken to provide free propa-
gation of magnetic flux [Pritchett, 2001b].
[16] The top and bottom boundary conditions provide

squeezing of the selected 2-D equilibria toward the neutral

plane. Particles there are specularly reflected, while the field
components satisfy the relations:Ex = 0,Ey = Ey

(dr), ∂Ez /∂z = 0,
∂Bx,y /∂z = 0, and Bz = Bz(t = 0), where the driving electric
field is taken to be Ey

(dr) = −E0
(dr)tanh2(t/t)(tanh2((x − d)/l) +

tanh2((Lx − d − x)/l) − 1) and zero outside of the interval
(d, Lz − d) with l = d = 0.1Lx and Wt = 0.5. This field peaks
at the center of the Z boundary and decreases slowly toward
its edges (Figures 1c and 1f ). Its peak value E0

(dr) = 0.2 in
runs 1 and 2, and it is reduced to E0

(dr) = 0.05 in runs 3–5.
[17] At first sight, a combination of the Z boundaries

closed for particles and the finite driving electric field may
result in the formation of the vacuum areas and significant
electromagnetic noise near those boundaries. However,
closer examination shows that this is not an issue in the runs
considered below for the following reasons. First, we con-
sider the problem of reconnection onset, which is naturally
limited in time. Moreover, plasma is free to penetrate inside
the box near top and bottom boundaries through open X
boundaries (the flaring tail magnetic field structure favors
such an inflow under the action of the same driving field).
As a result, at the time of interest the vacuum areas are not
formed. Besides, unlike fluid plasma models, full-particle

Figure 1. Two basic types of current sheet equilibria used in simulations. Run 1: (a) normal magnetic
field Bz at the neutral plane z = 0, (b) dimensionless plasma pressure parameter p = 1/(2b2), (c) current
sheet half thickness Lz /L = b(x), (d) magnetic field lines for the equilibrium with the magnetotails similar
to the Lembege and Pellat [1982] model, and (e) the driving electric field Ey

(dr) at top and bottom
boundaries z = ±10. Run 5 differs from run 1 by the reduced value of the driving field E0

(dr) = 0.05.
Run 2: (f–j) parameters similar to those of run 1 for the multiscale equilibrium investigated by Sitnov
and Schindler [2010] with the same driving field E0

(dr) = 0.2 as in run 1. The strength of the driving field
is reduced to E0

(dr) = 0.05 in runs 3 and 4. The latter run differs from runs 2 and 3 by the increased size of
the simulation box along the X direction: −25 < x < 25.
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of unsteady reconnection. It may artificially limit the length
of the diffusion region and block the formation of secondary
magnetic islands [Daughton et al., 2006]. Also, it artificially
cuts the magnetic flux tube volume, which plays a key role
in the tearing stability problem [Sitnov and Schindler, 2010].
At the same time, the use of recent types of open boundaries,
which provide zero density gradients across the boundary
[Daughton et al., 2006; Divin et al., 2007; Klimas et al.,
2010] is inconsistent with the nonzero gradients in 2-D
magnetotail equilibria, which are necessary to balance the
magnetic tension. To solve this problem we combined the
earlier set of open boundary conditions for particle moments
[Divin et al., 2007] ∂n(a)/∂x = 0, ∂V(a)/∂x = 0, and Ta =
Ta(t = 0), where a = e, i, while n(a) and V(a) are the density
and bulk velocity of the species a, with the additional
injection of a part of the initial Maxwellian distribution with
density dn(a) / (∂/∂x)n(a)(t = 0). The field conditions at the
X boundaries ∂Ex,y /∂x = 0, Ez = 0, ∂By /∂x = 0, ∂Bx /∂x =
−∂Bz /∂z, and Bz = Bz(t = 0) are taken to provide free propa-
gation of magnetic flux [Pritchett, 2001b].
[16] The top and bottom boundary conditions provide

squeezing of the selected 2-D equilibria toward the neutral

plane. Particles there are specularly reflected, while the field
components satisfy the relations:Ex = 0,Ey = Ey

(dr), ∂Ez /∂z = 0,
∂Bx,y /∂z = 0, and Bz = Bz(t = 0), where the driving electric
field is taken to be Ey

(dr) = −E0
(dr)tanh2(t/t)(tanh2((x − d)/l) +

tanh2((Lx − d − x)/l) − 1) and zero outside of the interval
(d, Lz − d) with l = d = 0.1Lx and Wt = 0.5. This field peaks
at the center of the Z boundary and decreases slowly toward
its edges (Figures 1c and 1f ). Its peak value E0

(dr) = 0.2 in
runs 1 and 2, and it is reduced to E0

(dr) = 0.05 in runs 3–5.
[17] At first sight, a combination of the Z boundaries

closed for particles and the finite driving electric field may
result in the formation of the vacuum areas and significant
electromagnetic noise near those boundaries. However,
closer examination shows that this is not an issue in the runs
considered below for the following reasons. First, we con-
sider the problem of reconnection onset, which is naturally
limited in time. Moreover, plasma is free to penetrate inside
the box near top and bottom boundaries through open X
boundaries (the flaring tail magnetic field structure favors
such an inflow under the action of the same driving field).
As a result, at the time of interest the vacuum areas are not
formed. Besides, unlike fluid plasma models, full-particle

Figure 1. Two basic types of current sheet equilibria used in simulations. Run 1: (a) normal magnetic
field Bz at the neutral plane z = 0, (b) dimensionless plasma pressure parameter p = 1/(2b2), (c) current
sheet half thickness Lz /L = b(x), (d) magnetic field lines for the equilibrium with the magnetotails similar
to the Lembege and Pellat [1982] model, and (e) the driving electric field Ey

(dr) at top and bottom
boundaries z = ±10. Run 5 differs from run 1 by the reduced value of the driving field E0

(dr) = 0.05.
Run 2: (f–j) parameters similar to those of run 1 for the multiscale equilibrium investigated by Sitnov
and Schindler [2010] with the same driving field E0

(dr) = 0.2 as in run 1. The strength of the driving field
is reduced to E0

(dr) = 0.05 in runs 3 and 4. The latter run differs from runs 2 and 3 by the increased size of
the simulation box along the X direction: −25 < x < 25.
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of unsteady reconnection. It may artificially limit the length
of the diffusion region and block the formation of secondary
magnetic islands [Daughton et al., 2006]. Also, it artificially
cuts the magnetic flux tube volume, which plays a key role
in the tearing stability problem [Sitnov and Schindler, 2010].
At the same time, the use of recent types of open boundaries,
which provide zero density gradients across the boundary
[Daughton et al., 2006; Divin et al., 2007; Klimas et al.,
2010] is inconsistent with the nonzero gradients in 2-D
magnetotail equilibria, which are necessary to balance the
magnetic tension. To solve this problem we combined the
earlier set of open boundary conditions for particle moments
[Divin et al., 2007] ∂n(a)/∂x = 0, ∂V(a)/∂x = 0, and Ta =
Ta(t = 0), where a = e, i, while n(a) and V(a) are the density
and bulk velocity of the species a, with the additional
injection of a part of the initial Maxwellian distribution with
density dn(a) / (∂/∂x)n(a)(t = 0). The field conditions at the
X boundaries ∂Ex,y /∂x = 0, Ez = 0, ∂By /∂x = 0, ∂Bx /∂x =
−∂Bz /∂z, and Bz = Bz(t = 0) are taken to provide free propa-
gation of magnetic flux [Pritchett, 2001b].
[16] The top and bottom boundary conditions provide
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plane. Particles there are specularly reflected, while the field
components satisfy the relations:Ex = 0,Ey = Ey

(dr), ∂Ez /∂z = 0,
∂Bx,y /∂z = 0, and Bz = Bz(t = 0), where the driving electric
field is taken to be Ey

(dr) = −E0
(dr)tanh2(t/t)(tanh2((x − d)/l) +

tanh2((Lx − d − x)/l) − 1) and zero outside of the interval
(d, Lz − d) with l = d = 0.1Lx and Wt = 0.5. This field peaks
at the center of the Z boundary and decreases slowly toward
its edges (Figures 1c and 1f ). Its peak value E0

(dr) = 0.2 in
runs 1 and 2, and it is reduced to E0

(dr) = 0.05 in runs 3–5.
[17] At first sight, a combination of the Z boundaries

closed for particles and the finite driving electric field may
result in the formation of the vacuum areas and significant
electromagnetic noise near those boundaries. However,
closer examination shows that this is not an issue in the runs
considered below for the following reasons. First, we con-
sider the problem of reconnection onset, which is naturally
limited in time. Moreover, plasma is free to penetrate inside
the box near top and bottom boundaries through open X
boundaries (the flaring tail magnetic field structure favors
such an inflow under the action of the same driving field).
As a result, at the time of interest the vacuum areas are not
formed. Besides, unlike fluid plasma models, full-particle

Figure 1. Two basic types of current sheet equilibria used in simulations. Run 1: (a) normal magnetic
field Bz at the neutral plane z = 0, (b) dimensionless plasma pressure parameter p = 1/(2b2), (c) current
sheet half thickness Lz /L = b(x), (d) magnetic field lines for the equilibrium with the magnetotails similar
to the Lembege and Pellat [1982] model, and (e) the driving electric field Ey
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boundaries z = ±10. Run 5 differs from run 1 by the reduced value of the driving field E0
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and Schindler [2010] with the same driving field E0

(dr) = 0.2 as in run 1. The strength of the driving field
is reduced to E0

(dr) = 0.05 in runs 3 and 4. The latter run differs from runs 2 and 3 by the increased size of
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which provide zero density gradients across the boundary
[Daughton et al., 2006; Divin et al., 2007; Klimas et al.,
2010] is inconsistent with the nonzero gradients in 2-D
magnetotail equilibria, which are necessary to balance the
magnetic tension. To solve this problem we combined the
earlier set of open boundary conditions for particle moments
[Divin et al., 2007] ∂n(a)/∂x = 0, ∂V(a)/∂x = 0, and Ta =
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X boundaries ∂Ex,y /∂x = 0, Ez = 0, ∂By /∂x = 0, ∂Bx /∂x =
−∂Bz /∂z, and Bz = Bz(t = 0) are taken to provide free propa-
gation of magnetic flux [Pritchett, 2001b].
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(d, Lz − d) with l = d = 0.1Lx and Wt = 0.5. This field peaks
at the center of the Z boundary and decreases slowly toward
its edges (Figures 1c and 1f ). Its peak value E0
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runs 1 and 2, and it is reduced to E0

(dr) = 0.05 in runs 3–5.
[17] At first sight, a combination of the Z boundaries

closed for particles and the finite driving electric field may
result in the formation of the vacuum areas and significant
electromagnetic noise near those boundaries. However,
closer examination shows that this is not an issue in the runs
considered below for the following reasons. First, we con-
sider the problem of reconnection onset, which is naturally
limited in time. Moreover, plasma is free to penetrate inside
the box near top and bottom boundaries through open X
boundaries (the flaring tail magnetic field structure favors
such an inflow under the action of the same driving field).
As a result, at the time of interest the vacuum areas are not
formed. Besides, unlike fluid plasma models, full-particle
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field Bz at the neutral plane z = 0, (b) dimensionless plasma pressure parameter p = 1/(2b2), (c) current
sheet half thickness Lz /L = b(x), (d) magnetic field lines for the equilibrium with the magnetotails similar
to the Lembege and Pellat [1982] model, and (e) the driving electric field Ey

(dr) at top and bottom
boundaries z = ±10. Run 5 differs from run 1 by the reduced value of the driving field E0

(dr) = 0.05.
Run 2: (f–j) parameters similar to those of run 1 for the multiscale equilibrium investigated by Sitnov
and Schindler [2010] with the same driving field E0

(dr) = 0.2 as in run 1. The strength of the driving field
is reduced to E0

(dr) = 0.05 in runs 3 and 4. The latter run differs from runs 2 and 3 by the increased size of
the simulation box along the X direction: −25 < x < 25.
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of unsteady reconnection. It may artificially limit the length
of the diffusion region and block the formation of secondary
magnetic islands [Daughton et al., 2006]. Also, it artificially
cuts the magnetic flux tube volume, which plays a key role
in the tearing stability problem [Sitnov and Schindler, 2010].
At the same time, the use of recent types of open boundaries,
which provide zero density gradients across the boundary
[Daughton et al., 2006; Divin et al., 2007; Klimas et al.,
2010] is inconsistent with the nonzero gradients in 2-D
magnetotail equilibria, which are necessary to balance the
magnetic tension. To solve this problem we combined the
earlier set of open boundary conditions for particle moments
[Divin et al., 2007] ∂n(a)/∂x = 0, ∂V(a)/∂x = 0, and Ta =
Ta(t = 0), where a = e, i, while n(a) and V(a) are the density
and bulk velocity of the species a, with the additional
injection of a part of the initial Maxwellian distribution with
density dn(a) / (∂/∂x)n(a)(t = 0). The field conditions at the
X boundaries ∂Ex,y /∂x = 0, Ez = 0, ∂By /∂x = 0, ∂Bx /∂x =
−∂Bz /∂z, and Bz = Bz(t = 0) are taken to provide free propa-
gation of magnetic flux [Pritchett, 2001b].
[16] The top and bottom boundary conditions provide

squeezing of the selected 2-D equilibria toward the neutral

plane. Particles there are specularly reflected, while the field
components satisfy the relations:Ex = 0,Ey = Ey

(dr), ∂Ez /∂z = 0,
∂Bx,y /∂z = 0, and Bz = Bz(t = 0), where the driving electric
field is taken to be Ey

(dr) = −E0
(dr)tanh2(t/t)(tanh2((x − d)/l) +

tanh2((Lx − d − x)/l) − 1) and zero outside of the interval
(d, Lz − d) with l = d = 0.1Lx and Wt = 0.5. This field peaks
at the center of the Z boundary and decreases slowly toward
its edges (Figures 1c and 1f ). Its peak value E0

(dr) = 0.2 in
runs 1 and 2, and it is reduced to E0

(dr) = 0.05 in runs 3–5.
[17] At first sight, a combination of the Z boundaries

closed for particles and the finite driving electric field may
result in the formation of the vacuum areas and significant
electromagnetic noise near those boundaries. However,
closer examination shows that this is not an issue in the runs
considered below for the following reasons. First, we con-
sider the problem of reconnection onset, which is naturally
limited in time. Moreover, plasma is free to penetrate inside
the box near top and bottom boundaries through open X
boundaries (the flaring tail magnetic field structure favors
such an inflow under the action of the same driving field).
As a result, at the time of interest the vacuum areas are not
formed. Besides, unlike fluid plasma models, full-particle

Figure 1. Two basic types of current sheet equilibria used in simulations. Run 1: (a) normal magnetic
field Bz at the neutral plane z = 0, (b) dimensionless plasma pressure parameter p = 1/(2b2), (c) current
sheet half thickness Lz /L = b(x), (d) magnetic field lines for the equilibrium with the magnetotails similar
to the Lembege and Pellat [1982] model, and (e) the driving electric field Ey

(dr) at top and bottom
boundaries z = ±10. Run 5 differs from run 1 by the reduced value of the driving field E0

(dr) = 0.05.
Run 2: (f–j) parameters similar to those of run 1 for the multiscale equilibrium investigated by Sitnov
and Schindler [2010] with the same driving field E0

(dr) = 0.2 as in run 1. The strength of the driving field
is reduced to E0

(dr) = 0.05 in runs 3 and 4. The latter run differs from runs 2 and 3 by the increased size of
the simulation box along the X direction: −25 < x < 25.
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of unsteady reconnection. It may artificially limit the length
of the diffusion region and block the formation of secondary
magnetic islands [Daughton et al., 2006]. Also, it artificially
cuts the magnetic flux tube volume, which plays a key role
in the tearing stability problem [Sitnov and Schindler, 2010].
At the same time, the use of recent types of open boundaries,
which provide zero density gradients across the boundary
[Daughton et al., 2006; Divin et al., 2007; Klimas et al.,
2010] is inconsistent with the nonzero gradients in 2-D
magnetotail equilibria, which are necessary to balance the
magnetic tension. To solve this problem we combined the
earlier set of open boundary conditions for particle moments
[Divin et al., 2007] ∂n(a)/∂x = 0, ∂V(a)/∂x = 0, and Ta =
Ta(t = 0), where a = e, i, while n(a) and V(a) are the density
and bulk velocity of the species a, with the additional
injection of a part of the initial Maxwellian distribution with
density dn(a) / (∂/∂x)n(a)(t = 0). The field conditions at the
X boundaries ∂Ex,y /∂x = 0, Ez = 0, ∂By /∂x = 0, ∂Bx /∂x =
−∂Bz /∂z, and Bz = Bz(t = 0) are taken to provide free propa-
gation of magnetic flux [Pritchett, 2001b].
[16] The top and bottom boundary conditions provide

squeezing of the selected 2-D equilibria toward the neutral

plane. Particles there are specularly reflected, while the field
components satisfy the relations:Ex = 0,Ey = Ey

(dr), ∂Ez /∂z = 0,
∂Bx,y /∂z = 0, and Bz = Bz(t = 0), where the driving electric
field is taken to be Ey

(dr) = −E0
(dr)tanh2(t/t)(tanh2((x − d)/l) +

tanh2((Lx − d − x)/l) − 1) and zero outside of the interval
(d, Lz − d) with l = d = 0.1Lx and Wt = 0.5. This field peaks
at the center of the Z boundary and decreases slowly toward
its edges (Figures 1c and 1f ). Its peak value E0

(dr) = 0.2 in
runs 1 and 2, and it is reduced to E0

(dr) = 0.05 in runs 3–5.
[17] At first sight, a combination of the Z boundaries

closed for particles and the finite driving electric field may
result in the formation of the vacuum areas and significant
electromagnetic noise near those boundaries. However,
closer examination shows that this is not an issue in the runs
considered below for the following reasons. First, we con-
sider the problem of reconnection onset, which is naturally
limited in time. Moreover, plasma is free to penetrate inside
the box near top and bottom boundaries through open X
boundaries (the flaring tail magnetic field structure favors
such an inflow under the action of the same driving field).
As a result, at the time of interest the vacuum areas are not
formed. Besides, unlike fluid plasma models, full-particle

Figure 1. Two basic types of current sheet equilibria used in simulations. Run 1: (a) normal magnetic
field Bz at the neutral plane z = 0, (b) dimensionless plasma pressure parameter p = 1/(2b2), (c) current
sheet half thickness Lz /L = b(x), (d) magnetic field lines for the equilibrium with the magnetotails similar
to the Lembege and Pellat [1982] model, and (e) the driving electric field Ey

(dr) at top and bottom
boundaries z = ±10. Run 5 differs from run 1 by the reduced value of the driving field E0

(dr) = 0.05.
Run 2: (f–j) parameters similar to those of run 1 for the multiscale equilibrium investigated by Sitnov
and Schindler [2010] with the same driving field E0

(dr) = 0.2 as in run 1. The strength of the driving field
is reduced to E0

(dr) = 0.05 in runs 3 and 4. The latter run differs from runs 2 and 3 by the increased size of
the simulation box along the X direction: −25 < x < 25.
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Fig. 2. Results of the analysis: (a) earthward flow velocity (Vx), (b) duskward flow velocity (Vy), (c) northward magnetic field (Bz),
(d) deviation of the northward magnetic field (⇥Bz), (e) deviation of the total pressure (⇥Pt ), (f) duskward electric field (Ey), (g) DC
Poynting flux toward plasma-sheet center (Fpoyz), (h) rms value of the magnetic field (Brms), (i) rms value of the electric field (Erms).
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polar cap definition used in this letter) and the flow reversal
boundary. In fact, this is the limit in which the estimate by
Siscoe [1982] and Siscoe and Crooker [1983] was derived,
i.e., the limit in which the auroral oval thickness is 0.
[13] Figure 2 (right) demonstrates that in the saturation

regime the magnetosphere does reach (almost) this limiting
case and enters an unusual state where the nightside x-line
has moved toward the Earth and is found very close to the
region of the strong magnetic field that prevents the flow
from further earthward motion. However, despite the appeal

of the argument above and the apparent change in the tail
magnetic field geometry, close examination of Figure 2 and
the nightside open-closed boundary in the ionosphere (not
shown) reveals that, in both situations depicted in Figure 2,
the amount of closed flux on the nightside is in fact
approximately the same. The inflation of the polar cap
occurs predominantly owing to the dayside magnetosphere
erosion. Indeed, the geometry of the magnetic field is
changed dramatically between the two depicted cases not
only on the night side, but also on the day side. This unusual
configuration of the dayside magnetic field has been dis-
cussed before in regard to the saturation of the transpolar
potential [Raeder et al., 2001; Siscoe et al., 2004], but it
appears to have an even stronger effect on the saturation of
the polar cap size via shielding the inner part of the dayside
dipole magnetic field from further reconnection. This picture
is to some extent supported by inspecting the open-
closed boundary location at local noon in the ionosphere
(Figure 1c), which equatorward displacement slows down as
the IMF increases.
[14] Finally, a useful illustration complementing the dis-

cussion above is to view the saturation of the open magnetic
flux as a geometrical effect following from the global
structure of the magnetic field. This is achieved by taking
advantage of the idealized conditions assumed for running
the global MHD model, which allows us to visualize the
footprint of the polar cap in the solar wind, since the
magnetic flux threading both of these surfaces has to be
the same. Due to the assumed simplicity of the magnetic
field geometry above the bow shock (IMF is strictly
southward and uniform in space), the magnetic flux through
the footprint of the polar cap is given by the strength of the
IMF multiplied by the area of that region. Each panel in
Figure 3 is a projection of the 3-dimensional structure of the
open magnetic field lines on the horizontal plane located at
z = 75 RE (the LFM grid is a cylinder with the radius of
120 RE around the SM x-axis). The view is from above the
northern magnetic pole. The purple-color dots are the ends
of the open magnetic field lines threading the horizontal
plane, so that the colored region as a whole is the footprint
of the open polar cap in the solar wind. The elevation of
75 RE is chosen so that in every case shown, this plane is
above the bow shock and the magnetic field is guaranteed to
be normal to the plane. The panels from the top to the
bottom depict the picture described, corresponding to the
values of the southward IMF shown on the right. Figure 3
reveals a dramatic decrease in the length of the region
shown, as the southward IMF increases. This picture

Figure 1. The dependence of the polar cap area measured
in Earth radius, Re = 6380 km, (a) squared, (b) the transpolar
potential, and (c) the location of the dayside polar cap
boundary for the series of LFM runs indicated, on the
strength of the IEF. The dashed line in Figure 1c represents
a statistical relation for the location of the equatorward cusp
boundary by Carbary and Meng [1986]. APC is determined
by the number of open field lines, N, traced from vertices of
a refined ionospheric mesh with a constant elementary cell
area, ds. Then, uncertainties in APC are given by ±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2sð Þ2þ Nds2
q

error bars, where s is the standard deviation
and the second term under the square root estimates the
error in the APC calculation arising from boundary effects.
Uncertainties in FPC are given by ±2s error bars.

Figure 2. The configuration of open (red) and closed (blue) magnetic field lines for SP = 10 S and the magnitude of the
IMF shown in the top left corner. The pair of black field lines on both plots represents the field lines that have just been
reconnected on the dayside. The background shows the SM x-component of the plasma velocity.
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B-field lines and reconnection electric field (color) in 
equilibria with monotonic Bz:

 Reconnection triggers DF motion



B-field lines and reconnection electric field (color) 
in magnetotail with initial Bz-hump



Run with ‘Bz-hump’ equilibria: 
reconnection onset and formation of DFs 

dBz=Bz(t0)-Bz(t) - visualization of DFs
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DFsInterpretation: 
Ion tearing instability

(Sitnov&Shindler, 2010; 
Sitnov&Swisdak, 2011) 



Reconnection in SS2010 run: 
Formation of an inactive X-points

DFs

Inactive  X-points



Activation  of  X-points and formation of 
electron  diffusion regions (EDRs) with new DFs

EDRs

By-quadrupole structure is doubled

New DFs
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Virtual s/c observations of DFs for two cases of 
equilibrium

Monotonic Bz-profile                        Bz with hump - multiple DFs
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Multiple fronts are observed 
by THEMIS (Runov et al., 2009)  and by Cluster (Chen et al., 2011)



[9] Figures 2c–2f show the equatorial plane structures at
time Wi0t = 61 of (c) the ion bulk flow velocity Uix, (d) log10
of the plasma density, (e) the electron bulk flow velocity
Uex, and (f) the electric field Ey. The ion velocity has broad
regions of tailward flow with higher density interlaced
between the higher speed (up to ∼VTi) earthward flows with
lower densities. The electron flow is more highly structured
with narrow fingers of earthward flow (driven by localized
EyBz drifts, cf. Figure 2f) leading up to the heads and
localized fingers of tailward flow in between the dominant
heads.

4. Explosive Disruption of the Plasma Sheet

[10] Figure 3a shows the time history of the total electric
field energy

R
(E2/8p)d3r and total By magnetic field energyR

(By
2/8p)d3r. At Wi0t ≈ 70 there is a sharp jump in these

field energies corresponding to exponential growth at a rate
g/Wi0 ≈ 0.19. This is a signature of a disruption in the plasma
sheet. Figures 3b–3f show at time Wi0t = 75 the average ion
energy, the average electron energy, log10 of the density, the
bulk ion flow Uix, and the bulk electron flow Uex, respec-
tively. The disruption is localized in a narrow y region at the
top (and its periodic extension at the bottom) of the simu-
lation box with a width a few times the ion inertial length in
which the density is reduced to ∼0.1n0 (Figure 3d). In this
region the average ion (Figure 3b) and electron (Figure 3c)
energies have increased to ∼20 times their initial values.
There are high speed ion flows at up to 4VTi (Figure 3e) and
electron flows up to ∼10VTi (Figure 3f) propagating both
earthward and tailward away from the disruption region.
The tailward flows include a series of plasmoids whose
presence can be seen in Figure 3d in the form of narrow
fingers of enhanced density relative to the low background
density. The plasma expulsion leads to substantial decreases
in the total integrated current Iy =

R
Jydz in the immediate

disruption region; as time progresses this reduced current
region expands in the cross‐tail direction.
[11] Figure 4 suggests the mechanism for this disruption.

Figures 4a–4c show the equatorial plane structures at time
Wi0t = 69 of the Bz field, plasma density, and ion bulk flow

Uix, respectively. Well back in the wake of the two flow
heads, the density and Bz field have been reduced (or even
reversed for Bz). Both of these effects favor the onset of
reconnection. Figure 4c shows that flow reversals have
already occurred at x ∼ 250, y ∼ 270 and y ∼ 500. ByWi0t = 75,
the y = 270 flow reversal disappears, while the y = 500
reversed flows intensify. Figures 4d–4f show magnetic
field line plots averaged over the region y = 500 ± 4 at times
(a) Wi0t = 66, (b) Wi0t = 69, and (c) Wi0t = 72. Clearly,
localized reconnection has occurred in this y region between

Figure 3. (a) Time histories of the total electric field energy (blue) and By
2 magnetic field energy (red) normalized to the

quantity E0 = (B0
2/8p)LxLyLz; equatorial plane structures at time Wi0t = 75 of (b) average ion energy normalized to the initial

ion thermal energy, (c) average electron energy normalized to the initial electron thermal energy, (d) log10 of the plasma
density, (e) the ion bulk flow velocity Uix/VTi, and (f) the electron bulk flow velocity Uex/VTi.

Figure 4. Equatorial plane structures at time Wi0t = 69 of
(a) the magnetic field Bz/B0, (b) log10 of the plasma density,
and (c) the ion bulk flow velocity Uix/VTi; magnetic field
lines in the x, z plane averaged over the range y/D = 500 ± 4
at times Wi0t = (d) 66, (e) 69, and (f) 72.
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3D PICture 
New player: Interchange mode
(Pritchett and Coroniti, 2011)

Reconnection is 
created by interchange

(buoyancy) motion:
Bz hump is unstable 

agains interchange in 3D 

Difference between  this case 
and our results:
Buoyancy vs tearing 

Similarity:
Plasma motion (DF) creates X-point



Conclusions 
• There are lot of observations for dipolarization fronts (DFs): 

a good opportunity to learn about collisionless reconnection in 
the Earth magnetotail

• We found reconnection  and DF formation are sensitive to 
initial equilibrium

• Open boundary conditions seem critical

• 2D and 3D PIC simulations reveal that in the Earth 
magnetotail, reconnection may be a consequence of plasma 
motion due to instabilities  

•  Hence, it is DF that generate X-point in these regimes

• CLUSTER and THEMIS observations confirm this PICture at 
least for some cases

• We hope to apply these results for future NASA MMS mission





Run with extended box (50di vs 40di in X direction)
Initial equilibrium with Bz humps



of unsteady reconnection. It may artificially limit the length
of the diffusion region and block the formation of secondary
magnetic islands [Daughton et al., 2006]. Also, it artificially
cuts the magnetic flux tube volume, which plays a key role
in the tearing stability problem [Sitnov and Schindler, 2010].
At the same time, the use of recent types of open boundaries,
which provide zero density gradients across the boundary
[Daughton et al., 2006; Divin et al., 2007; Klimas et al.,
2010] is inconsistent with the nonzero gradients in 2-D
magnetotail equilibria, which are necessary to balance the
magnetic tension. To solve this problem we combined the
earlier set of open boundary conditions for particle moments
[Divin et al., 2007] ∂n(a)/∂x = 0, ∂V(a)/∂x = 0, and Ta =
Ta(t = 0), where a = e, i, while n(a) and V(a) are the density
and bulk velocity of the species a, with the additional
injection of a part of the initial Maxwellian distribution with
density dn(a) / (∂/∂x)n(a)(t = 0). The field conditions at the
X boundaries ∂Ex,y /∂x = 0, Ez = 0, ∂By /∂x = 0, ∂Bx /∂x =
−∂Bz /∂z, and Bz = Bz(t = 0) are taken to provide free propa-
gation of magnetic flux [Pritchett, 2001b].
[16] The top and bottom boundary conditions provide

squeezing of the selected 2-D equilibria toward the neutral

plane. Particles there are specularly reflected, while the field
components satisfy the relations:Ex = 0,Ey = Ey

(dr), ∂Ez /∂z = 0,
∂Bx,y /∂z = 0, and Bz = Bz(t = 0), where the driving electric
field is taken to be Ey

(dr) = −E0
(dr)tanh2(t/t)(tanh2((x − d)/l) +

tanh2((Lx − d − x)/l) − 1) and zero outside of the interval
(d, Lz − d) with l = d = 0.1Lx and Wt = 0.5. This field peaks
at the center of the Z boundary and decreases slowly toward
its edges (Figures 1c and 1f ). Its peak value E0

(dr) = 0.2 in
runs 1 and 2, and it is reduced to E0

(dr) = 0.05 in runs 3–5.
[17] At first sight, a combination of the Z boundaries

closed for particles and the finite driving electric field may
result in the formation of the vacuum areas and significant
electromagnetic noise near those boundaries. However,
closer examination shows that this is not an issue in the runs
considered below for the following reasons. First, we con-
sider the problem of reconnection onset, which is naturally
limited in time. Moreover, plasma is free to penetrate inside
the box near top and bottom boundaries through open X
boundaries (the flaring tail magnetic field structure favors
such an inflow under the action of the same driving field).
As a result, at the time of interest the vacuum areas are not
formed. Besides, unlike fluid plasma models, full-particle

Figure 1. Two basic types of current sheet equilibria used in simulations. Run 1: (a) normal magnetic
field Bz at the neutral plane z = 0, (b) dimensionless plasma pressure parameter p = 1/(2b2), (c) current
sheet half thickness Lz /L = b(x), (d) magnetic field lines for the equilibrium with the magnetotails similar
to the Lembege and Pellat [1982] model, and (e) the driving electric field Ey

(dr) at top and bottom
boundaries z = ±10. Run 5 differs from run 1 by the reduced value of the driving field E0

(dr) = 0.05.
Run 2: (f–j) parameters similar to those of run 1 for the multiscale equilibrium investigated by Sitnov
and Schindler [2010] with the same driving field E0

(dr) = 0.2 as in run 1. The strength of the driving field
is reduced to E0

(dr) = 0.05 in runs 3 and 4. The latter run differs from runs 2 and 3 by the increased size of
the simulation box along the X direction: −25 < x < 25.
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